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Abstract

Label semantics is a random set framework for modelling with words. In previous work, several machine learning algorithms based on this framework have been proposed and studied. In this paper, we introduce a new linguistic rule induction algorithm based on Quinlan’s FOIL algorithm. According to this algorithm, a set of linguistic rules is generated for classification problems. The new model is empirically tested on an artificial toy problem and several benchmark problems from UCI repository. The results show that the new model can generate very compact linguistic rules while maintaining comparable accuracy to other well-known data mining algorithms.
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1. Introduction

The use of high-level knowledge representation in data modelling allows for enhanced transparency in the sense that the inferred models can be understood by practitioners who are not necessarily experts in the formal representation framework employed. Rule-based systems inherently tend to be more transparent than other probabilistic models such as neural networks. A set of concise and understandable rules can provide a better understanding of how the classification or prediction is made. There are two general types of algorithms for rule induction, \textit{top-down} and \textit{bottom-up} algorithms. Top-down approaches start from the most general rule and specialize it gradually. Bottom-up methods start from a basic fact given in training database and generalize it. In this paper we will focus on a top-down model for generating linguistic rules based on Quinlan’s \textit{first-order inductive learning} (FOIL) algorithm \cite{10}.

The FOIL algorithm is based on classical binary logic where typically attributes are assumed to be discrete. Numerical variables are usually discretized by partitioning the numerical domain into a finite number of intervals. However, because of the uncertainty involved in most real-world problems, sharp boundaries between intervals often lead to a loss of robustness and generality \cite{4}. Fuzzy logic has been used to solve the problem of sharp transitions between two intervals. Fuzzy rule induction research has been popular in both fuzzy and machine learning communities as a means to learning robust transparent models. Many algorithms have been proposed including simple fuzzy logic rule induction \cite{2}, fuzzy
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association rule mining [14] and first-order fuzzy rule induction based on FOIL [4,8]. In this paper, we will focus on an extension to the FOIL algorithm based on a new high-level knowledge representation framework which is referred to as label semantics [6]. Label semantics is a framework for linguistic reasoning based on a random set model that uses degrees of appropriateness of a label to describe a given example.

The framework used in this paper is mainly for modelling and building intelligent machine learning and data mining systems. In such systems, fuzzy labels provide a high-level mechanism of discretization and interpretation of modelling uncertainty. In label semantics, labels are assumed to be chosen from a finite predefined set of labels and the set of appropriate labels for a value is defined as a random set-valued function from a population of individuals into the set of subsets of labels [7]. In this paper, a new type of FOIL model, linguistic FOIL (LFOIL), is proposed for generating a set of linguistic rules based on label semantics. The experimental results on a number of real-world problems show that LFOIL has comparable accuracy to C4.5 [11] and other linguistic models which also generate compact interpretable rules.

This paper is organized as follows: Section 2 gives a general introduction to label semantics and how it can be used in data modelling. In Section 3, the formal definition of linguistic rules based on label semantics is given. The detailed linguistic rule induction algorithm with pseudo-code is also presented in this section. Section 4 gives the experimental results based on some benchmark problems and the final conclusions and discussions are in Section 5.

2. Label semantics

The fundamental notion underlying label semantics is that when individuals make assertions of the form ‘x is 0’’, they are essentially providing information about what labels are appropriate for the value of the underlying variable x [6]. For a variable x defined on a domain of discourse Ω we identify a finite set of linguistic labels \( L = \{L_1, \ldots, L_n\} \) with which to label the values of x. Then for a specific value \( x \in \Omega \) an individual \( I \) identifies a subset of \( L \), denoted by \( D^I_x \) to stand for the description of x given by I, as the set of words (or fuzzy labels) with which it is appropriate to label x. If we allow I to vary across a population \( V \), then \( D^I_x \) will also vary and generate a random set denoted by \( D_x \) into the power set of \( L \). The frequency of occurrence of a particular label, say \( S \), for \( D_x \) across the population then gives a distribution on \( D_x \) referred to as a mass assignment on labels, or more formally:

**Definition 1 (Mass assignment on labels).** For \( x \in \Omega \) the label description of x is a random set from \( V \) into the power set of \( L \), denoted by \( D_x \), with associated distribution \( m_x \), which is referred to as mass assignment:

\[
\forall S \subseteq L, \quad m_x(S) = P(\{I \in V : D^I_x = S\}).
\]

For example, given a set of labels defined on the temperature outside: \( L_{\text{Temp}} = \{\text{low}, \text{medium}, \text{high}\} \). Suppose 3 of 10 people agree that ‘medium’ is the only appropriate label for the temperature of 15° and 7 hold the view that ‘both low and medium are appropriate labels’. According to Definition 1, the mass assignment for 15° is \( m_{15}(\text{medium}) = 0.3 \), and \( m_{15}(\text{low}, \text{medium}) = 0.7 \), or formally:

\[
m_{15} = \{\text{medium}\} : 0.3, \{\text{low}, \text{medium}\} : 0.7.
\]

More details about the theory of mass assignment can be found in [1].

Consider the previous example, can we know how appropriate for a single label is, say low, to describe 15°? In this framework, appropriateness degrees are used to evaluate how appropriate a label is for describing a particular value of variable x. Simply, given a particular value x of variable x, the appropriateness degree for describing this value with the label L, as defined by fuzzy set F, is the membership value of x in F. The reason we use the new term ‘appropriateness degrees’ is partly because it more accurately reflects the underlying semantics and partly to highlight the quite distinct calculus based on this framework [7]. This definition provides a relationship between mass assignments and appropriateness degrees.

**Definition 2 ( Appropriateness degrees).**

\[
\forall x \in \Omega, \forall L \in L, \quad \mu_L(x) = \sum_{S \subseteq L, L \in S} m_x(S).
\]
In the above example, we have that the appropriateness of medium as a description of 15° is $\mu_{\text{medium}}(15) = 0.7 + 0.3 = 1$ and that of low is $\mu_{\text{low}}(15) = 0.7$.

2.1. Fuzzy labels for data modelling

Based on the underlying semantics, we can translate a set of numerical data into a set of mass assignments on appropriate labels based on Definition 2 under the following assumptions: consonant mapping, full fuzzy covering and 50% overlapping [9].

It is certainly true that a mass assignment on $D_x$ determines a unique appropriateness degree for $\mu_L$ for any $L \in \mathcal{L}$, but generally the converse does not hold. For example, given $\mathcal{L} = \{L_1, L_2, L_3\}$ and $\mu_{L_1} = 0.3$ and $\mu_{L_2} = 1$. We could obtain an infinite family of mass assignments:

$$
\{L_1, L_2\} : \alpha,
\{L_2\} : \beta,
\{L_2, L_3\} : 0.7 - \beta,
\{L_1, L_2, L_3\} : 0.3 - \alpha,
$$

for any $\alpha$ and $\beta$ satisfying

$$
0 \leq \alpha \leq 0.3, \quad 0 \leq \beta \leq 0.7.
$$

Hence, the first assumption we make is that the mass assignments $m_x$ are consonant and this allows us to determine $m_x$ uniquely from the appropriateness degrees on labels as follows:

**Definition 3 (Consonant mass assignments on labels).** Let $\{\beta_1, \ldots, \beta_k\} = \{\mu_L(x) | L \in \mathcal{L}, \mu_L(x) > 0\}$ be ordered such that $\beta_t > \beta_{t+1}$ for $t = 1, 2, \ldots, k - 1$, then

$$
m_x = M_t : \beta_{t-1} - \beta_t \quad \text{for} \quad t = 1, 2, \ldots, k - 1,
$$

$$
M_k : \beta_k, \quad M_0 : 1 - \beta_1,
$$

where $M_0 = \emptyset$ and $M_t = \{L \in \mathcal{L} | \mu_L(x) \geq \beta_t\}$ for $t = 1, 2, \ldots, k$.

For the previous example, given $\mu_{L_1}(x) = 0.3$ and $\mu_{L_2}(x) = 1$, we can calculate the consonant mass assignments as follows: The appropriateness degrees are ordered as $\{\beta_1, \beta_2\} = \{1, 0.3\}$ and $M_1 = \{L_2\}$, $M_2 = \{L_1, L_2\}$. We can then obtain

$$
m_x = \{L_2\} : \beta_1 - \beta_2, \{L_1, L_2\} : \beta_2 = \{L_2\} : 0.7, \{L_1, L_2\} : 0.3.
$$

Because the appropriateness degrees are sorted in Definition 3 the resulting mass assignments are ‘nested’. Clearly then, there is a unique consonant mapping to mass assignments for a given set of appropriateness degrees. A justification of the consonance assumption can be found in [1,6].

**Definition 4 (Full fuzzy covering).** Given a continuous discourse $\Omega$, $\mathcal{L}$ is called a full fuzzy covering of $\Omega$ if

$$
\forall x \in \Omega, \ \exists L \in \mathcal{L}, \ \mu_L(x) = 1.
$$

In other words, the full fuzzy covering assumes that, for any element, there always exists a particular label which all the voters agree is appropriate to describe these data, though the voters may have different opinions on other labels. Unless otherwise stated, we will use $N_F$ fuzzy sets with 50% overlap to cover a continuous universe (see Fig. 1), so that the appropriateness degrees satisfy: $\forall x \in \Omega, \exists i \in \{1, \ldots, N_F - 1\}$ such that $\mu_{L_i}(x) = \alpha, \mu_{L_{i+1}}(x) = \beta$ and $\mu_{L_j}(x) = 0$ for $j < i$ or $j > i + 1$ and where $\max(\alpha, \beta) = 1$. In the case that $\alpha = 1$ according to the full fuzzy covering
assumption, then $m_x$ has the following form:

$$m_x = \{L_i\} : 1 - \beta, \{L_i, L_{i+1}\} : \beta. \tag{1}$$

These assumptions are fully described in [9] and justified in [6]. These assumptions guarantee that there is a unique mapping from appropriate degrees to mass assignments on labels. Based on these assumptions, we can isolate a set of subsets of $\mathcal{L}$ with non-zero mass assignments. These are referred to as focal sets:

**Definition 5 (Focal set).** Given a universe $\Omega$ for variable $x$, the focal set of $\mathcal{L}$ is a set of focal elements defined as

$$\mathcal{F} = \{S \subseteq \mathcal{L}| \exists x \in \Omega, m_x(S) > 0\}.$$

Fig. 1 shows the universes of two variables $x_1$ and $x_2$ which are fully covered by three fuzzy sets with 50% overlap, respectively. For $x_1$, the following focal elements occur: $\{\text{small}_1\}$, $\{\text{small}_1, \text{medium}_1\}$, $\{\text{medium}_1\}$, $\{\text{medium}_1, \text{large}_1\}$ and $\{\text{large}_1\}$. Since $\text{small}_1$ and $\text{large}_1$ do not overlap, the set $\{\text{small}_1, \text{large}_1\}$ cannot occur as a focal element according to Definition 5. We can always find a unique translation from a given data point to a mass assignment on focal elements, as specified by the function $\mu_f$. This is referred to as linguistic translation (LT) and is defined as follows: For a particular attribute with an associated focal set, LT is a process of replacing data elements with masses of focal elements of these data. For example, in Fig. 1, $\mu_{\text{small}_1}(x_1(1) = 0.27) = 1$, $\mu_{\text{medium}_1}(0.27) = 0.6$ and $\mu_{\text{large}_1}(0.27) = 0$. They are simply the memberships read from the fuzzy sets. We can then obtain the mass assignment of this data element according to Definition 2 under consonance assumption [9]: $m_{0.27}(\text{small}_1) = 0.4$, $m_{0.27}(\text{small}_1, \text{medium}_1) = 0.6$. Similarly, the linguistic translations for two data:

$$x_1 = (x_1(1) = 0.27), (x_2(1) = 158),$$

$$x_2 = (x_1(2) = 0.7), (x_2(2) = 80)$$
are illustrated on each attribute independently as follows:

\[
\begin{bmatrix}
\frac{x_1}{x_1(1) = 0.27} \\
\frac{x_1(2) = 0.7}
\end{bmatrix} \iff
\begin{bmatrix}
0.4 & 0.6 & 0 & 0 & 0 \\
0 & 0 & 0.2 & 0.8 & 0
\end{bmatrix}.
\]

Therefore, we can obtain the random set expressions of \(x_1\) and \(x_2\) as the following:

\[x_1 \rightarrow \langle \{s_1\} : 0.4, \{s_1, m_1\} : 0.6 \rangle, \langle \{m_2, l_2\} : 0.4, \{l_2\} : 0.6 \rangle,\]

\[x_2 \rightarrow \langle \{m_1\} : 0.2, \{m_1, l_1\} : 0.8 \rangle, \langle \{s_2\} : 0.4, \{s_2, m_2\} : 0.6 \rangle.\]

In such a way, all numerical data can be represented as mass assignment based on a predefined fuzzy discretization. In this paper, unless otherwise stated, we will use percentile-based (or equal points) discretization. The idea is to cover approximately the same number of data points for each fuzzy label [9]. The differences between the label semantics and other fuzzy framework are systematically introduced in [7].

2.2. Logical expressions of fuzzy labels

Given a universe of discourse \(\Omega\) containing a set of objects or instances to be described, it is assumed that all relevant expression can be generated recursively from a finite set of basic labels \(\mathcal{L} = \{L_1, \ldots, L_n\}\). Operators for combining expressions are restricted to the standard logical connectives of negation ‘\(\neg\)’, conjunction ‘\(\land\)’, disjunction ‘\(\lor\)’ and implication ‘\(\rightarrow\)’. Hence, the set of logical expressions of labels can be formally defined as follows:

**Definition 6 (Logical expressions of labels).** The set of logical expressions, \(\mathcal{LE}\), is defined recursively as follows:

(i) \(L_i \in \mathcal{LE}\) for \(i = 1, \ldots, n\).

(ii) If \(\theta, \varphi \in \mathcal{LE}\) then \(\neg \theta, \theta \land \varphi, \theta \lor \varphi, \theta \rightarrow \varphi \in \mathcal{LE}\).

Basically, we interpret the main logical connectives as follows: \(\neg L\) means that \(L\) is not an appropriate label, \(L_1 \land L_2\) means that both \(L_1\) and \(L_2\) are appropriate labels, \(L_1 \lor L_2\) means that either \(L_1\) or \(L_2\) are appropriate labels and \(L_1 \rightarrow L_2\) means that \(L_2\) is an appropriate label whenever \(L_1\) is. As well as labels for a single variable, we may want to evaluate the appropriateness degrees of a complex logical expression \(\theta \in \mathcal{LE}\). Consider the set of logical expressions \(\mathcal{LE}\) obtained by recursive application of the standard logical connectives in \(\mathcal{L}\). In order to evaluate the appropriateness degrees of such expressions we must identify what information they provide regarding the appropriateness of labels. In general, for any label expression \(\theta\) we should be able to identify a maximal set of label sets, \(\lambda(\theta)\), that are consistent with \(\theta\) so that the meaning of \(\theta\) can be interpreted as the constraint \(D_s \in \lambda(\theta)\).

**Definition 7 (\(\lambda\)-Function).** Let \(\theta\) and \(\varphi\) be expressions generated by recursive application of the connectives \(\neg, \lor, \land\) and \(\rightarrow\) to the elements of \(\mathcal{L}\) (i.e. \(\theta, \varphi \in \mathcal{LE}\)). Then the set of possible label sets defined by a linguistic expression can be determined recursively as follows:

(i) \(\lambda(L_i(x)) = \{S \subseteq \mathcal{F}|\{L_i\} \subseteq S\}\).

(ii) \(\lambda(\neg \theta) = \lambda(\theta)\).

(iii) \(\lambda(\theta \land \varphi) = \lambda(\theta) \cap \lambda(\varphi)\).

(iv) \(\lambda(\theta \lor \varphi) = \lambda(\theta) \cup \lambda(\varphi)\).

(v) \(\lambda(\theta \rightarrow \varphi) = \lambda(\theta) \cup \lambda(\varphi)\).

It should also be noted that the \(\lambda\)-function provides us with notion of logical equivalence for label expressions:

\[\theta \equiv \varphi \iff \lambda(\theta) = \lambda(\varphi)\.]
Basically, the $\lambda$-function provides a way of mapping from logical expressions of labels (or linguistic rules) to random set descriptions of labels (i.e. focal elements). $\lambda(\theta)$ corresponds to those subsets of $\mathcal{F}$ identified as being possible values of $D_X$ by the expression $\theta$.

**Example 1.** Given a continuous variable $x$ shown in Fig. 1 and $\mathcal{L}_x = \{\text{small, medium, large}\}$ and $\mathcal{F} = \{\{\text{small}\}, \{\text{small, medium}\}, \{\text{medium}\}, \{\text{medium, large}\}, \{\text{large}\}\}$ suppose we are told that "$x$ is not large but it is small or medium". This constraint can be interpreted as the logical expression $\lambda(\neg \text{large} \land (\text{small} \lor \text{medium}))$. According to Definition 7, the possible label sets of the given logical expression $\theta_x$ are calculated as follows:

$$
\hat{\lambda}(\neg \text{large}) = \{\{\text{small}\}, \{\text{small, medium}\}, \{\text{medium}\}\},
\hat{\lambda}(\text{small}) = \{\{\text{small}\}, \{\text{small, medium}\}\},
\hat{\lambda}(\text{medium}) = \{\{\text{small, medium}\}, \{\text{medium}\}, \{\text{medium, large}\}\},
$$

so that

$$
\hat{\lambda}(\theta_x) = \hat{\lambda}(\neg \text{large} \land (\text{small} \lor \text{medium})) = \{\{\text{small}\}, \{\text{small, medium}\}, \{\text{medium}\}\} \cap (\{\{\text{small}\}, \{\text{small, medium}\}\} \cup \{\{\text{small, medium}\}, \{\text{medium}\}, \{\text{medium, large}\}\}) = \{\{\text{small}\}, \{\text{small, medium}\}, \{\text{medium}\}\}.
$$

Based on Definition 7, we can evaluate the appropriateness degree of $\theta \in LE$ by aggregating the values of $m_x$ across $\hat{\lambda}(\theta)$ so that, for example,

$$
\mu_{\neg \text{large} \land (\text{small} \lor \text{medium})}(x) = m_x(\{\text{small}\}) + m_x(\{\text{small, medium}\}) + m_x(\{\text{medium}\}).
$$

This motivates the following general definition of appropriateness measures.

**Definition 8 (Appropriateness measures).** $\forall \theta \in LE, \forall x \in \mathcal{X}$ the measure of appropriateness degrees of $\theta$ as a description of $x$ is given by

$$
\mu_{\theta}(x) = \sum_{S \in \hat{\lambda}(\theta)} m_x(S).
$$

2.3. Linguistic interpretation of appropriate labels

Based on the inverse of the $\hat{\lambda}$-function (Definition 7), a set of linguistic rules (or logical label expressions) can be obtained from a given set of possible label sets. For example, suppose we are given the possible label set $\{\{\text{small}\}, \{\text{small, medium}\}, \{\text{medium}\}\}$, which does not have an immediately obvious logical interpretation. However, by using the $\lambda$-function, we can convert this set into a corresponding linguistic expression $(\text{small} \lor \text{medium}) \land \neg \text{large}$ or its logical equivalence.

**Definition 9 (x-Function).**

$$
\forall F \in \mathcal{F} \text{ let } \mathcal{N}(F) = \left( \bigcup_{F' \in \mathcal{F} : F' \supseteq F} F' \right) - F,
$$

then

$$
\alpha_F = \left( \bigwedge_{L \in F} L \right) \land \left( \bigwedge_{L \in \mathcal{N}(F)} \neg L \right).
$$
We can then map a set of focal sets to label expressions based on the \( \alpha \)-function as follows:

\[
\forall R \in \mathcal{F}, \quad \theta_R = \bigvee_{F \in R} \alpha_F \quad \text{where } \lambda(\theta_R) = R.
\]  

(4)

The motivation of this mapping is a follows. Given a focal set \([s, m]\) this states that the labels appropriate to describe the attribute are exactly small and medium. Hence, they include \(s\) and \(m\) and exclude all other labels that occur in focal sets that are supersets of \([s, m]\). Given a set of focal sets \([[s, m], [m]]\) this provides the information that the set of labels is either \([s, m]\) or \([m]\) and hence the sentence providing the same information should be the disjunction of the \(\alpha\) sentences for both focal sets. The following example illustrates the calculation of the \(\alpha\)-function.

Example 2. Let \(\mathcal{L} = \{\text{very small (vs)}, \text{ small (s)}, \text{ medium (m)}, \text{ large (l)}, \text{ very large (vl)}\}\) and \(\mathcal{F} = \{[\text{vs}, s], [s], [s, m], [m, l], [l, l, vl]\}\). For calculating \(\alpha[1]\), we obtain

\[
F' \in \mathcal{F} : F' \supseteq [l] = \{[m, l], [l], [l, vl]\} = \{m, l, vl\},
\]

\[
\mathcal{N}(\{l\}) = \bigcup_{F' \in \mathcal{F}, F' \supseteq [l]} F' - \{l\} = \{l, vl, m\} - \{l\} = \{vl, m\},
\]

\[
\alpha[1] = \left( \bigwedge_{L \in F} L \right) \land \left( \bigwedge_{L \in \mathcal{N}(F)} \neg L \right) = (l) \land (\neg m \land \neg vl) = \neg m \land l \land \neg vl.
\]

Also we can also obtain

\[
\alpha[m, l] = m \land l, \quad \alpha[l, vl] = l \land vl.
\]

Hence, a set of label sets \([[m, l], [l], [l, vl]]\) can be represented by a linguistic expression as follows:

\[
\theta_{[m, l], [l], [l, vl]} = \alpha[m, l] \lor \alpha[l] \lor \alpha[l, vl]
\]

\[
= (m \land l) \lor (\neg m \land l \land vl) \lor (l \land vl) \equiv_L \text{large},
\]

where ‘\(\equiv_L\)’ represents logical equivalence (see Definition 7).

Basically, \(\alpha\)-function provides a way of obtaining logical expressions from a random set description of labels. It is an inverse process of \(\lambda\)-function.

3. Linguistic rule induction

In the previous section, a basic introduction of label semantics is given and how it can be used for data modelling is discussed. In this section, we will describe a linguistic rule induction model based on label semantics. We begin by clarifying the definition of a linguistic rule. Based on Definition 6, a linguistic rule is a rule that can be represented as a multi-dimensional logical expressions of fuzzy labels.

Definition 10 (Multi-dimensional logical expressions of labels). \(\text{MLE}^{(n)}\) is the set of all multi-dimensional label expressions that can be generated from the logical label expression \(LE_j : j = 1, \ldots, n\) and is defined recursively by

(i) If \(\theta \in LE_j\) for \(j = 1, \ldots, n\) then \(\theta \in \text{MLE}^{(n)}\).

(ii) If \(\theta, \phi \in \text{MLE}^{(n)}\) then \(\neg \theta, \theta \land \phi, \theta \lor \phi, \theta \rightarrow \phi \in \text{MLE}^{(n)}\).

Any \(n\)-dimensional logical expression \(\theta\) identifies a subset of \(2^{\mathcal{L}_1} \times \cdots \times 2^{\mathcal{L}_n}\), denoted by \(\lambda^{(n)}(\theta)\) (see Example 3), constraining the cross-product of logical descriptions on each variable: \(D_{x_1} \times \cdots \times D_{x_1}\). In such a way the imprecise constraint \(\theta\) on \(n\) variables can be interpreted as the precise constraint \(D_{x_1} \times \cdots \times D_{x_1} \in \lambda^{(n)}(\theta)\).
Given a particular data element, how can we evaluate if a linguistic rule is appropriate for describing it? Based on the one-dimensional case, we now extend the concepts of appropriateness degrees to the multi-dimensional case as follows:

**Definition 11 (Multi-dimensional appropriateness degrees).** Given a set of \( n \)-dimensional label expressions \( \text{MLE}^{(n)} \):

\[
\forall \emptyset \in \text{MLE}^{(n)}, \quad \forall x_j \in \Omega_j : j = 1, \ldots, n, \\
\mu^n_\emptyset(x) = \mu^n_\emptyset(x_1, \ldots, x_n) = \sum_{(F_1, \ldots, F_n) \in \mathcal{E}^{(n)}(\emptyset)} (F_1, \ldots, F_n) \\
= \sum_{(F_1, \ldots, F_n) \in \mathcal{E}^{(n)}(\emptyset)} \prod_{j=1}^n m_{x_j}(F_j).
\]

The appropriateness degrees in one dimension are for evaluating a single label for describing a single data element, while in multi-dimensional cases they are for evaluating a linguistic rule for describing a data vector.

**Example 3.** Consider a modelling problem with two variables \( x_1 \) and \( x_2 \) for which \( \mathcal{L}_1 = \{ \text{small(s)}, \text{medium(med)}, \text{large(lg)} \} \) and \( \mathcal{L}_2 = \{ \text{low(lo)}, \text{moderate(mod)}, \text{high(h)} \} \). Also suppose the focal elements for \( \mathcal{L}_1 \) and \( \mathcal{L}_2 \) are

\[ \mathcal{F}_1 = \{ \{s\}, \{s, med\}, \{med\}, \{med, lg\}, \{lg\} \}, \]
\[ \mathcal{F}_2 = \{ \{lo\}, \{lo, mod\}, \{mod\}, \{mod, h\}, \{h\} \}. \]

According to the multi-dimensional generalization of Definition 7 we have that

\[
\lambda^{(2)}((\text{med} \land \neg s) \land \neg \text{lo}) = \lambda^{(2)}(\text{med} \land \neg s) \land \lambda^{(2)}(\neg \text{lo}) \\
= \lambda(\text{med} \land \neg s) \times \lambda(\neg \text{lo}).
\]

Now, the set of possible label sets is obtained according to the \( \lambda \)-function:

\[ \lambda(\text{med} \land \neg s) = \{ \{med\}, \{med, lg\} \}, \]
\[ \lambda(\neg \text{lo}) = \{ \{mod\}, \{mod, h\}, \{h\} \}. \]

Hence, based on Definition 7 we can obtain

\[
\lambda^{(2)}((\text{med} \land \neg s) \land \neg \text{lo}) = \{ \{\{\text{med}\}, \{\text{mod}\}\}, \{\{\text{med}\}, \{\text{mod}, \text{h}\}\}, \{\{\text{mod}\}, \{\text{h}\}\}, \{\{\text{med}, \text{lg}\}, \{\text{mod}\}\}, \{\{\text{med}, \text{lg}\}, \{\text{mod}, \text{h}\}\}, \{\{\text{med}, \text{lg}\}, \{\text{h}\}\} \}.
\]

The above calculation on random set interpretation of the given rule based on \( \lambda \)-function is illustrated in Fig. 2: given focal sets \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \), we can construct a two-dimensional space where the focal elements have corresponding focal cells. Representation of the multi-dimensional \( \lambda \)-function of the logical expression of the given rule is represented by grey cells.

Given \( x = \langle x_1, x_2 \rangle = \langle x_1 = \{\text{med}\} : 0.6, \{\text{med}, \text{lg}\} : 0.4 \rangle, \langle x_2 = \{\text{lo}, \text{mod}\} : 0.8, \{\text{mod}\} : 0.2 \rangle \), we obtain

\[
\mu_\emptyset(x) = (m(\{\text{med}\}) + m(\{\text{med}, \text{lg}\})) \times (m(\{\text{mod}\}) + m(\{\text{mod}, \text{h}\}) + m(\{\text{h}\})) \\
= (0.6 + 0.4) \times (0.2 + 0 + 0) = 0.2.
\]

And according to Definition 7

\[
\mu^n_\emptyset(x) = 1 - \mu_\emptyset(x) = 0.8.
\]

In other words, we can say that the linguistic expression \( \theta \) covers the data \( x \) to degree 0.2 and \( \theta \) can be considered as a linguistic rule. This interpretation of appropriateness will be highlighted in the next section on rule induction.
3.1. Information heuristics for LFOIL

In the last section, we have shown how to evaluate the appropriateness of using a linguistic rule to describe a data vector. In this section, a new algorithm for learning a set of linguistic rules is proposed based on the FOIL algorithm [10]. This new algorithm is referred to as LFOIL. Generally, the heuristics for a rule learning model are for assessing the usefulness of a literal as the next component of the rule. The heuristics used for LFOIL are similar but modified from the FOIL algorithm [10] so as to incorporate linguistic expressions based on label semantics. Consider a classification rule of the form

\[ R_i = \theta \rightarrow C_k \quad \text{where } \theta \in \text{MLE}(n). \]

Given a data set \( D \) and a particular class \( C_k \), the data belonging to class \( C_k \) are referred to as positive examples and the rest of them are negative examples. For the given rule \( R_i \), the coverage of positive data is evaluated by

\[ T_i^+ = \sum_{l \in D_k} \mu_\theta(x_l) \quad (5) \]

and the coverage of negative examples is given by

\[ T_i^- = \sum_{l \in (D-D_k)} \mu_\theta(x_l), \quad (6) \]

where \( D_k \) is the subset of the database which consists of the data belonging to class \( C_k \). The information for the original rule \( R_i \) can be evaluated by

\[ I(R_i) = -\log_2 \left( \frac{T_i^+}{T_i^+ + T_i^-} \right). \quad (7) \]

Suppose we then propose to add another label expression \( \varphi \) to the body of \( R_i \) to generate a new rule

\[ R_{i+1} = \varphi \land \theta \rightarrow C_k, \]

where \( \varphi, \theta \in \text{MLE}(n) \). By adding the new literal \( \varphi \), the positive and negative coverage becomes

\[ T_{i+1}^+ = \sum_{l \in D_k} \mu_{\theta \land \varphi}(x_l), \quad (8) \]

\[ T_{i+1}^- = \sum_{l \in (D-D_k)} \mu_{\theta \land \varphi}(x_l). \quad (9) \]
Therefore, the information becomes

\[ I(R_{i+1}) = - \log_2 \left( \frac{T^+_{i+1}}{T^+_{i+1} + T^-_{i+1}} \right) \]  \hspace{1cm} (10)

Then we can evaluate the information gain from adding expression \( \varphi \) by

\[ G(\varphi) = T^+_{i+1} (I(R_i) - I(R_{i+1})). \]  \hspace{1cm} (11)

We can see that the measure of information gain consists of two components. \( T^+_{i+1} \) is the coverage of positive data by the new rule \( R_{i+1} \) and \( (I(R_i) - I(R_{i+1})) \) is the increase of information. The probability of \( C_k \) given a linguistic rule \( R_i \) is evaluated by

\[ P(C_k|R_i) = \frac{\sum_{l \in D_k} \mu_\varphi(x_l)}{\sum_{l \in D} \mu_\varphi(x_l)} = \frac{T^+_{i}}{T^+_{i} + T^-_{i}}. \]  \hspace{1cm} (12)

When \( P(C_k|R_{i+1}) > P(C_k|R_i) \) (i.e. by appending a new literal, more positive examples are covered), we can obtain that \( (I(R_i) - I(R_{i+1})) > 0 \). By choosing a literal \( \varphi \) with maximum \( G \) value, we can form the new rule which covers more positive examples and thus increasing the accuracy of the rule.

3.2. Linguistic FOIL

We define a prior knowledge base \( KB \subseteq MLE^{(n)} \) and a probability threshold \( PT \in [0, 1] \). \( KB \) consists of fuzzy label expressions based on labels defined on each attribute. For example, given fuzzy labels \{small\,1 large\,1\} to describe Attribute 1 and \{small\,2 large\,2\} to describe Attribute 2. A possible knowledge base for the given two variables is \( KB = \{small\,1, \neg small\,1, large\,1, \neg large\,1, small\,2, \neg small\,2, large\,2, \neg large\,2\} \).

The idea for FOIL is as follows: From a general rule, we specify it by adding new literals in order to increase the relative coverage of positive to negatives so that the information gain is reduced. After developing one rule, the positive examples covered by this rule are deleted from the original database. We then need to find a new rule based on this reduced database until all positive examples are covered. In this paper, because of the fuzzy linguistic nature of the expressions employed, typically data will be only partially covered by a given rule. For this reason we need a probability threshold \( PT \) as part of the decision process concerning rule coverage.

Fig. 3 qualitatively illustrates the LFOIL algorithm. Each small box represents a data element in the left-hand figure, which for most cases cannot be fully covered. For example, see the left-hand figure of Fig. 3, the data lying in the overlapping area of Rules A and B cannot be fully covered due to the limitations of the rule base. We consequently
need to find the rules with better generalization as well as good accuracy. In the right-hand side figure of Fig. 3: for example, Rule D is a rule that only covers positive examples and here may not be good compared with Rules C and A. Although Rule A covers a negative example, it also covers a large area of positive examples fairly well. Such a rule has a better generalization than Rule D. If we set \( PT \) too high, it may possibly result in too many rules similar to Rule D, which may have high training accuracy but low test accuracy because of the lack of generalization. A pseudo-code of LFOIL consists of two parts which are described as follows:

**Generating a rule:**

- Let rule \( R_i = \theta_1 \land \cdots \land \theta_d \rightarrow C_k \) be the rule at step \( i \), we then find the next literal \( \theta_{d+1} \in KB - \{ \theta_1, \ldots, \theta_d \} \) for which \( G(\theta_{d+1}) \) is maximal.
- Replace rule \( R_i \) with \( R_{i+1} = \theta_1 \land \cdots \land \theta_d \land \theta_{d+1} \rightarrow C_k \).
- If \( P(C_k | \theta_1 \land \cdots \land \theta_{i+1}) \geq PT \) then terminate else repeat.

**Generating a rule base:** Let \( A_i = \{ \varphi_1 \rightarrow C_k, \ldots, \varphi_t \rightarrow C_k \} \) be the rule base at step \( i \) where \( \varphi \in MLE \). We evaluate the coverage of \( A_i \) as follows:

\[
CV(A_i) = \frac{\sum_{l \in D_k} R_{k|\varphi_1 \lor \cdots \lor \varphi_t}(x_l)}{|D_k|}.
\] (13)

We define a coverage function \( \delta : \Omega_1 \times \cdots \times \Omega_n \rightarrow [0, 1] \) according to

\[
\delta(x|A_i) = \mu_{A_i}(x) = \mu_{(\varphi_1 \lor \cdots \lor \varphi_t)}(x) = 1 - \sum_{w=1}^{t} \mu_{R_{w}}(x),
\] (14)

where \( \delta(x|A_i) \) represents the degree to which \( x \) is not covered by a given rule base \( A_i \). If \( CV \) is less than a predefined coverage threshold \( CT \in [0, 1] \):

\[
CV(A_i) < CT,
\]

then we generate a new rule for class \( C_k \) according to the above rule generation algorithm to form a new rule base \( A_{i+1} \) but where the entropy calculations are amended such that, for a rule \( R = \theta \rightarrow C_k \),

\[
T^+ = \sum_{l \in D_k} \mu_{\theta}(x_l) \times \delta(x_l|A_i),
\] (15)

\[
T^- = \sum_{l \in (D-D_k)} \mu_{\theta}(x_l).
\] (16)

The algorithm terminates when \( CV(RB_{i+1}) \geq CT \) or \( CV(RB_{i+1}) - CV(RB_i) < \varepsilon \) where \( \varepsilon \in [0, 1] \) is a very small value, i.e. if there are no improvements in covering positive examples, we will stop the algorithm to avoid an infinite-loop calculation.

### 3.3. Class probabilities given a rule base

Given a rule base \( A_i = \{ \varphi_1 \rightarrow C_k, \ldots, \varphi_t \rightarrow C_k \} \) and unclassified data \( x \), we can estimate the probability of \( C_k \), \( P(C_k|x) \), as follows: Firstly, we determine the rule \( R_{\text{max}} = \varphi_j \rightarrow C_k \) for which \( \mu_{\varphi_j}(x) \) is maximal:

\[
\varphi_j = \arg \max_{k \in A_i} \mu_{\varphi_k}.
\] (17)

Therefore, given the unclassified data \( x \), rule \( R_{\text{max}} \) is the most appropriate rule from the rule base we learned. For the rule \( R_{\text{max}} \rightarrow C_k \) we evaluate two probabilities \( p_{\text{max}} \) and \( q_{\text{max}} \) where

\[
p_{\text{max}} = P(C_k|\varphi_j),
\] (18)

\[
q_{\text{max}} = P(C_k|\neg \varphi_j).
\] (19)
We then use Jeffrey’s rule [5] to evaluate the class probability by
\[
P(C_k | x) = p_{\text{max}} \times \mu_{\phi_j}(x) + q_{\text{max}} \times (1 - \mu_{\phi_j}(x)).
\] (20)

4. Experimental studies

In this section we first test the LFOIL algorithm with a toy problem described as follows: A figure of eight shape was generated according to the equation
\[
x = 2^{(-0.5)} (\sin(2t) - \sin(t))
\]
and
\[
y = 2^{(-0.5)} (\sin(2t) + \sin(t)),
\]
where \(t \in [0, 2\pi]\) (see Fig. 4). Points in \([-1.6, 1.6]^2\) are classified as legal if they lie within the ‘eight’ shape (marked with ×) and illegal if they lie outside (marked with points). The database consists of 961 examples generated from a regular grid on \([-1.6, 1.6]^2\) for training, and 961 unseen examples from the same distribution as the test data set.

The following rules are generated by LFOIL algorithm with \(PT = 0.7, CV = 0.9\) and \(\varepsilon = 0.005:\)

- **R1**: \(x\) is \(\neg\) very small \(\land\) small \(\land\) medium \(\land\) \(\neg\) large and \(y\) is \(\neg\) small \(\land\) medium \(\rightarrow\) legal.
- **R2**: \(x\) is \(\neg\) small \(\land\) medium and \(y\) is \(\neg\) very small \(\land\) small \(\land\) medium \(\land\) \(\neg\) large \(\rightarrow\) legal.
- **R3**: \(x\) is medium \(\land\) \(\neg\) large and \(y\) is large \(\land\) very large \(\rightarrow\) legal.
- **R4**: \(x\) is large \(\land\) very large and \(y\) is medium \(\land\) \(\neg\) large \(\rightarrow\) legal.
- **R5**: \(x\) is very small \(\land\) small \(\land\) medium \(\land\) \(\neg\) medium \(\land\) large \(\rightarrow\) legal.
- **R6**: \(x\) medium \(\land\) \(\neg\) large and \(y\) is very small \(\land\) small \(\land\) \(\neg\) medium \(\land\) medium \(\rightarrow\) legal.

These rules are symmetric and, as we can see from Fig. 4, the rules capture the legal area very well. For example, the area covered by **R1** is marked by a box shown in Fig. 4.

We also test LFOIL on some benchmark problems taken from UCI machine learning repository [3]. The data descriptions are listed in the left-hand side of Table 1. For each variable, we used 3 fuzzy labels with percentile-based discretization (see Section 2.1). For each data set, we randomly split it into two equal parts with one-half for training and the other half for test. This is referred to as 50–50 split experiments [9]. We ran 10 50–50 experiments on each data set and the average accuracy is listed in Table 1 together with the number of linguistic rules on the right. The results of LFOIL are compared with other two linguistic models: LID3 (linguistic decision tree learning algorithm) [9] and

![Fig. 4. An illustration of the 'eight' problem, where each attribute is discretized by 5 fuzzy labels: very small, small, medium, large and very large, respectively.](image-url)
Table 1
Experimental results on 7 numerical data sets from UCI repository [3]

<table>
<thead>
<tr>
<th>Data set</th>
<th>Test accuracy (%)</th>
<th>Num. of rules</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C4.5</td>
<td>FNB</td>
</tr>
<tr>
<td>BreastCancer</td>
<td>69.16</td>
<td>68.22</td>
</tr>
<tr>
<td>Breast-W</td>
<td>94.38</td>
<td>96.74</td>
</tr>
<tr>
<td>Heart-c</td>
<td>75.50</td>
<td>76.85</td>
</tr>
<tr>
<td>Heart-stalog</td>
<td>75.78</td>
<td>78.34</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>76.75</td>
<td>80.13</td>
</tr>
<tr>
<td>Liver</td>
<td>65.23</td>
<td>63.35</td>
</tr>
<tr>
<td>Pima</td>
<td>72.16</td>
<td>72.29</td>
</tr>
</tbody>
</table>

Table 2
\(t\)-Test on experimental results with 90% confidence

<table>
<thead>
<tr>
<th>Data set</th>
<th>LFOIL vs. C4.5</th>
<th>LFOIL vs. FNB</th>
<th>LFOIL vs. LID3</th>
</tr>
</thead>
<tbody>
<tr>
<td>BreastCancer</td>
<td>–</td>
<td>–</td>
<td>×</td>
</tr>
<tr>
<td>Breast-W</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Heart-c</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Heart-stalog</td>
<td>–</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>–</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Liver</td>
<td>×</td>
<td>×</td>
<td>–</td>
</tr>
<tr>
<td>Pima</td>
<td>–</td>
<td>–</td>
<td>×</td>
</tr>
</tbody>
</table>

‘–’ represents equivalence and ‘×’ represents worse.

Fuzzy naive Bayes (FNB) [12]. The parameter settings for LFOIL are \(PT = 0.7, CV = 0.9\) and \(\varepsilon = 0.005\). We also compare LFOIL with C4.5 \(^1\) [11], the results of the \(t\)-test with 90% confidence are shown in Table 2.

As we can see from Tables 1 and 2, though the accuracy of LFOIL tends to be marginally worse than LID3 and FNB, it is fairly comparable to C4.5. The most important advantage of LFOIL is that a small number of rules for classification from a large database are extracted. For the LID3 algorithm, given a linguistic decision tree, each path from root to leaves can be interpreted as a linguistic rule. Such a rule can be represented in logical expression by using logical connectives [9]. Therefore, the logical expressions of LID3 rules are as comprehensive as the ones generated by LFOIL. So, it is fair to compare the number of rules generated by these two algorithms.

For example, consider the Pima Indian problem. The database contains the details of 768 females from the population of Pima Indians living near Phoenix, AZ, USA. The diagnostic binary-valued variable investigated is whether the patient shows sign of diabetes according to the World Health Organization criteria. We use 3 fuzzy labels: low, medium and high for each of the eight attributes. We can obtain the following rules that decide whether a patient has the signs of diabetes:

\[R_1 : \text{Plasma concentration (Attribute 2) is low } \land \text{ medium and the number of times pregnant (Attribute 1) is medium } \land \neg \text{ high}.\]

\[R_2 : \text{Plasma concentration is medium and age (Attribute 8) is } \neg \text{ low.}\]

\[R_3 : \text{Plasma concentration is low } \land \text{ medium and the number of times pregnant is high.}\]

\[R_4 : \text{Plasma concentration is } \neg \text{ medium } \land \text{ high and diabetes pedigree function (Attribute 7) is medium.}\]

Although the accuracy for the Pima Indian problem is statistically worse than LID3, the transparency is greatly improved by using only four rules (while the linguistic decision tree has 31 branches) that give a much better understanding of this problem. For some real-world situations, these rules could be much more useful than a black-box model for an expert practitioner.

\(^1\)The results for C4.5 are obtained from a free machine learning toolkit Weka [13] with default settings. The parameter settings for LID3 are according to [9].
5. Conclusions and discussions

In this paper, we introduce a random set-based framework for data mining. In particular, a new algorithm is proposed based on FOIL algorithm and tested on a toy problem and some benchmark problems from UCI repository. The results show that very compact linguistic rules can be learned that reflect the essence of the problem. Although the new algorithm does not necessarily achieve best accuracy among the other models in this framework, it has much better transparency and comparable accuracy to C4.5.

The main contribution of this paper is to describe a method of evaluating linguistic rules through label semantics and to propose a new FOIL-based algorithm for linguistic rule induction. In this algorithm, we use an information-based heuristics to guide the rule construction. This is not the only way of constructing good rules. Another approach is to search exhaustively through the knowledge base $KB$. Assuming that we do not use too many fuzzy labels for discretization, this approach may also be computationally tractable. The rules which cover less positive examples will be discarded according to a predefined threshold. Baldwin and Xie [2] report similar idea for generating simple fuzzy logic (IF–THEN) rules. The complexity of this algorithm is proportional to the number of fuzzy labels we used for discretization and the thresholds. This approach could also be used in linguistic rule learning. In this paper, the parameter setting of LFOIL is from trial-and-error experiments; some further study is necessary to study the influence of parameter settings.

References