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Abstract. Probability models have been used in cross-modal multimedia
information retrieval recently by building conjunctive models bridging the
text and image components. Previous studies have shown that cross-modal
information retrieval system using the topic correlation model (TCM) out-
performs state-of-the-art models in English corpus. In this paper, we will
focus on the Chinese language, which is different from western languages
composed by alphabets. Words and characters will be chosen as the basic
structural units of Chinese, respectively. We also set up a test database,
named Ch-Wikipedia, in which documents with paired image and text are
extracted fromChinese website ofWikipedia.We investigate the problems
of retrieving texts (ranked by semantic closeness) given an image query,
and vice versa. The capabilities of the TCM model is verified by experi-
ments across the Ch-Wikipedia dataset.

Keywords: Cross-modal information retrieval, topic correlation model
(TCM), word-based topics, character-based topics, Ch-Wikipedia.

1 Introduction

The amount of multimedia information on the Internet is growing by an explosive
rate in recent years. Much attention has been attracted to build more efficient
search engines for multi-modal information including music, videos, texts, images
and so on. As we know that, most of popular information retrieval systems we
use at present such as Google and Baidu1 are still uni-modal. Relations between
different modalities are not well modeled. Captions or category labels are used
to build information manually, which are both time-consuming and laborious.
Many techniques have been proposed aimed at bridging information in different
modalities [4,6,8,9,11,14]. It has been showed that multi-modal retrieval systems
have made significant progress compared to uni-modal approaches [11,12,14].

Previous research in [8] maps the information in different modalities into a
higher dimensional semantic space where the similarity is measured. In recent
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studies, a new probabilistic model was proposed in [14] to investigate mid-level
feature correlation between texts and images. In the new model, probabilistic
correlations between the mid-level “topics” are considered. Given a query image
(text), a SVM classifier can be applied to compute the probability distribution
over categories.

Most of the models proposed for cross-modal information retrieval are fo-
cused on English corpus and the techniques used in studying English can be
easily extended to other alphabetic languages. For example, an English text can
be regarded as a collection of words, which are the basic structural units in
the majority of western language. However, the basic semantic units in Chinese
language are not necessarily to be the Chinese words [13,17]. In this paper, we
extend the TCM model to study Chinese language by employing two language
models for semantic modeling. Zhao et al. [17] first show that the computa-
tional evidence that character-based topic models outperform the word-based
topic models. The experimental results for both two models will be given in the
following sections.

This paper is structured as follows: we introduce topic representation for mul-
timedia contents in Section 2. In Section 3, topic correlation model for cross-
modal information retrieval is described in details. We also create a database
extracted from the Chinese Wikipedia. In Section 4, a series of experiments are
conducted based on this database and the results are given and analyzed in
details. The conclusions and the future work are given in the end.

2 Topic Representation

It is a significant issue to represent multimedia information by appropriate fea-
tures. Low-level features have many limitations such as colors, textures for im-
ages and keywords, captions for texts. When considering the multi-modal docu-
ments such as Wiki articles, each article contains the semantically similar con-
tents in different modalities (e.g., images and texts). However, the semantic
relations cannot be well captured by low level features. Mid-level features such
as visual words in the bag-of-features model and latent topics in the topic mod-
els [5] can be used to model semantic correlations between contents in different
modalities. For example, given a corpus of Wiki articles with paired text and
image, we may find that the texts with words like ‘sky, blue, sunny’ may some-
how occurs more often with images containing blue colors. These latent semantic
relations can be modeled by correlation between the topics of words and top-
ics of image features (visual words in the bag-of features model). In this way,
the semantic gap can be reduced by using mid-level features to model different
content modalities.

2.1 Bag-of-Features Model

In this paper, scale invariant feature transform (SIFT) features are used to model
the image components in a document. There have been many other low-level im-
age features such as HOG (histograms of oriented gradients), LBP (local binary
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pattern). The reason for choosing SIFT is for its effectiveness and stability. SIFT
features are invariant to rotation, scaling, translation and small distortions [15].
It has been empirically proven to be one of the most robust among the local
invariant feature descriptors with respect to different geometrical changes [10].
The bag-of-features (BoF) model has been getting popular recently. It has two
key concepts: local features and codebook. The essential aspect of local feature
concept is to extract global image descriptors and represent images as a collec-
tion of local properties calculated from a set of small sub-images called patches.
Codebook is a way that an image can be represented by a set of local features.
The idea is to cluster the feature descriptors of all patches based on a given clus-
ter number and each cluster represents a “visual word” that will be used to form
the codebook. After obtaining the codebook, each image can be represented by
the BoF histograms of the visual vocabulary of the codebook. The similarity of
images can be measured by comparing between the BoF histograms. The Bag-
of-features model has been well studied as one of the most effective approaches
in image classification [5,15].

2.2 Word-Based Topics and Character-Based Topics

In text modeling, the bag-of-words (BoW) assumption is also well used. For
example, by using topic models such as latent Dirichelet allocation (LDA) [1], a
text is represented by a mixture of latent topics, and each topic is represented
by a probability distribution over vocabulary. Such word topics can be used to
model text components in a document [2] or used in other natural language
processing applications such as Q&A [7]. Most research on topic models only
concern English language. Different from western languages such as English,
the morphology of Chinese language is more complex. Characters, instead of
words, are the basic structure unit for Chinese language. This has been both
discussed in Chinese linguistics [13] and testified using computational model
[17,18]. In this research, the word-based and character-based topic models are
tested, respectively. Experiments are conducted to show the differences between
segmenting Chinese in words and characters. The process of modeling for the
text and image components in a Wikipedia document is schematically showed
in Fig. 1.

The representation of both images and texts here are not using the low-level
features directly. We construct the mid-level representations for modeling the
content in a two-level hierarchical structure to make them more robust and
abstract. In this paper, we may use the term “topics of features” to represent
the visual words in order to highlight the similarity between BoF and the topic
model. Because in this research we are interested in the correlations between
these topics of different modalities.

3 Topic Correlation Model

Large and heterogeneous collections of images are usually accompanied with
noisy texts. The cross-modal retrieval systems are developed for users to be



18 Y. Cong et al.

β 

  w z N M 

Topic Model 

Topic 
Distribution

Text 
DataBase 

1920
1939

 

 

 

  

Chinese Character Topics Chinese Word Topics 
   topic 000         topic 000 
                
                
                
           
   topic 001      topic 001 
             
               
                
           
   topic 002      topic 002 
                
                
                

Character Topics 
   & 
Word Topics 

Image 
DataBase 
 

 

 

 

BOF 
Distribution 

Codebook 

t1  t2  t3  t4  t5 t1  t2  t3  t4  t5  t1  t2  t3  t4  t5  t1  t2  t3  t4  t5  

Fig. 1. Process of modeling for the text and image components for Chinese Wikipedia
articles. Two modalities (image and text) are separated by a straight line. The upper
part shows the procedure of extracting SIFT features from images and build distribu-
tion of BOF. The lower part shows how the topic distribution over words is computed
using LDA. Chinese texts are modeled by LDAs based on words and characters, respec-
tively. The topic list has showed that text component can be represented by a mixture
of latent topics and each topic is a distribution over the vocabulary (either words or
characters).
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able to browse and search these collections more efficiently. Rasiwasia et al. [8]
has demonstrated the benefits of joint model for text and image components
by mapping both into one high dimensional semantic space. In recent years,
the statistical correlation methods have attracted much attention. Probability
models for matching words and pictures has been used to segment images with
associated text [3].

The underlying relation between topics may reflect the correlation between
image and text components. In [14], images are represented by distributions on
topics of features and texts are represented by distributions on topics of words.
In the topic correlation model, naive probabilistic correlations between image
and text features are considered. Given a collection of documents is defined by
D = [D1, D2, ..., DK ]. We assume that there is only one-to-one mapping between
image and text is acquiescent for research purpose, e.g, Dk = [Ik, TXk]. where
Dk ∈ D, Ik and TXk is the related image and related text in Dk respectively.
Given a query Iq (or TXq), how to find a document Dj ∈ D that has the most
semantically related texts (images).

We define that V = [V1, V2, ..., VM ] is the set of visual words in the codebook
where M is the codebook size. T = [T1, T2, ..., TN ] is the set of topics and N is a
predefined number of topics. For a visual word Vi and a topic Tj, the underlying
probabilistic relation can be computed on the training document D,

P (Vi|Tj) =
∑K

k=1 P (Vi|Ik)P (Ik|TXk)P (TXk|Tj) (1)

where P (Vi|Ik) is the BoF distribution over Vi of the image Ik. Since the image
Ik and the text TXk appear in the same document Dk, then

P (Ik|TXk) = P (TXk|Ik) = 1

For the third term P (TXk|Tj), according to the Bayes theorem, we can obtain

P (TXk|Tj) =
P (Tj|TXk)P (TXk)

∑K
k=1 P (Tj|TXk)P (TXk)

(2)

where P (TXk) is the prior probability of the text component in document Dk.
Without any information on each document, we use the uniform distribution as
the prior according to the principle of maximum entropy. Formally,

P (TXk) = P (Ik) =
1

K
(3)

Similarly, the likelihood of topic Tj given a visual word Vi is evaluated by

P (Tj|Vi) =
∑

k P (Tj|TXk)P (TXk|Ik)P (Ik|Vi) (4)

where P (Tj|TXk) is the topic distribution over Tj of the text TXk. According
to the Bayes theorem,

P (Ik|Vi) =
P (Vi|Ik)P (Ik)

∑K
k=1 P (Vi|Ik)P (Ik)

(5)



20 Y. Cong et al.

When the category information is available, this information can be applied to find
better matching patterns between image and text components. In this framework,
SVM is used as such a classifier [14]. Given a query text (image), text classifier
(image classifier) is applied to compute its probability distribution over categories.
Ci denotes the ith category given a set of categories C = [C1, C2, ..., Cn]. Then
the probability of the image Ik given a query text TXq is computed by summing
up the conditional probabilities across all the categories. Formally,

P (Ik|TXq) =
∑

i P (Ik|Ci)P (Ci|TXq) (6)

Based on the Bayes theorem, we can obtain

P (Ik|Ci) =
P (Ci|Ik)P (Ik)∑
k P (Ci|Ik)P (Ik)

(7)

Similarly, given an image query, the probability of a text component is computed
by

P (TXk|Iq) =
∑

i P (TXk|Ci)P (Ci|Iq) (8)

where

P (TXk|Ci) =
P (Ci|TXk)P (TXk)∑
k P (Ci|TXk)P (TXk)

(9)

The values of P (Ci|Ik) and P (Ci|TXk) can be obtained by the predictions from
trained SVM classifiers. And these two values are not necessarily the same as the
classifiers are trained individually based on the contents of different modalities.

Table 1. Summary of the Ch-Wikipedia Dataset, the articles are extracted from Chi-
nese Wikipedia website

Category Training Test Total

Culture 285 71 356

Biology & Medicine 327 82 409

Natural Science 279 70 349

Geography 374 93 467

History 424 106 530

Traffic 156 39 195

Warfare & Military 206 52 258

Scholar & Occupational F igures 145 36 181

Political & Military F igures 286 72 358

4 Experimental Studies

In this section, we conduct a series of experiments to demonstrate the effective-
ness of the TCM on a new database in Chinese. In these experiments, 20% of the
documents were randomly chosen as the test set and the remaining as training.



Cross-Modal Information Retrieval 21

4.1 Database and Preprocessing

Since there is no well accepted image-text paired Chinese corpus for cross-
modal retrieval research. We create a database by our own, which is named
Ch-Wikipedia Dataset2. It consists 3103 documents of paired texts and images
from 9 categories listed in Table 1. The documents in this corpus are crawled
from a collection of articles in Chinese Wikipedia, which is one of the biggest In-
ternet information websites in Chinese language. There are 20 classes in original
corpus that cover literature, media, sports, politics and other topics. Each article
is split into some parts by section heading. The texts containing less than 100
Chinese characters will be ignored in our research. The first image associated
with a text is chosen as its related image and other texts without images are
removed. Topics of some classes are similar, such as “humanities” and “culture
& society”, which can be classified into one bigger category “culture”. On the
other hand, some classes with less than 150 documents will be abandoned as
well if they can not be merged to a larger category. We list the final categories
in Table 1 after merging similar ones manually.

Table 2. Accuracy rate of SVM classifiers with different kernels

Database Linear Polynomial RBF Sigmoid

Training images 0.356 0.203 0.316 0.303

Test images 0.309 0.198 0.308 310

Word-based training texts 0.642 0.548 0.663 0.627

Word-based test texts 0.654 0.385 0.665 0.668

Character-based training texts 0.820 0.639 0.811 0.776

Character-based test texts 0.712 0.533 0.721 0.704

Average 0.582 0.418 0.576 0.564

A score function is introduced to evaluate the likelihood of an image Ik given a
text query TXq by S(Ik) = P (Ik|TXq) and used to get a ranked list of returned
data. We test the probabilistic correlation model on Ch-wikipedia dataset for the
following tasks: (1) obtaining a ranked list of texts from the training database
given a query image, (2) obtaining a ranked list of images from the training
database given a query text. The mean average precision (MAP) is applied to
measure the performance3. The word-based and character-based topic models
are trained separately [17]. When we do the Chinese character-based topic mod-
eling, we remove the rare characters that appear less than 3 times across the
whole corpus and the terms appearing in over 50% of the documents which we
consider as stop words [17]. When modeling for word-based topics, we first get
a “stopwords list” from network4, and ignore them for building the wordlist.

2 http://icmll.buaa.edu.cn/zh_wikipedia
3 http://en.wikipedia.org/wiki/Information_retrieval
4 The stopword list of Chinese language can be downloaded from:
http://www.byywee.com/page/M0/S639/639550.html

http://icmll.buaa.edu.cn/zh_wikipedia
http://en.wikipedia.org/wiki/Information_retrieval
http://www.byywee.com/page/M0/S639/639550.html
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Table 3. The MAP value with different topic numbers for TCM. The best performance
is highlighted.

Topic Topic correlation model
Number Word-based Character-based Average

10 0.247 0.262 0.255

50 0.266 0.275 0.271

100 0.263 0.292 0.278

200 0.261 0.30 0.281

300 0.259 0.304 0.282

500 0.261 0.306 0.284

1000 0.264 0.301 0.282

Words appear less than 3 times through all documents are removed as well. Af-
ter the above preprocessing we get 21240 unique Chinese words and 3419 unique
Chinese characters. We set the topic number to 100 for the LDA and the same
visual words number for the BoF model. It’s showed in Table 2 that the SVM
classifiers with linear kernel have the highest accuracy rate in average. So that
in the following experiments, we use the SVM with linear kernel for category
prediction.

4.2 Experimental Results

We vary the topic number and the empirical evaluations are shown in Fig. 2.
The exact accuracy values are shown in Table 3. When the number of topics was
set to 500 for TCM, we get the best performance. Thus, appropriate numbers for
topics will boost the accuracy. The MAP for the TCM based on Chinese words
and characters are showed in Fig. 3. Agreed with previous research in [16,17], the
character-based topic model has a better performance than word-based model
for any given topic number. Along with the increase of topic number from 10 to
1000, the MAP of the the word-based model has a tendency of increasing with
tiny fluctuation. As for character-based model, it keeps increasing and the MAP
is up to 31%, improved by 5% in average compared with the word-based. One
possible reason is that the size of word vocabulary is much larger than the size
of character vocabulary.

Fig. 4 and 5 show two examples of cross-modal retrieval. For Fig. 4, the given
image on the top left is a picture of train and railway. The top three outputs of
the TCM are texts about airport, railway system, and airport hotel which are
all semantically close to travel and train. For Fig. 5, the system is given a text
describe nepenthe (the corresponding image is also shown at below). The top
three outputs are all nepenthe images just in different kinds.
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Fig. 2. The performance with increasing topic numbers. It is obvious that the model
trained by character-based topic model achieved better performance than word-based
one. The average retrieval accuracy for the character-based TCM model is about 31%,
improved by 5% compared to the word-based model.

Fig. 3. Comparisons of retrieval results in each category in MAP. From the left to the
right: (1) results of image retrieval; (2) results of text retrieval; (3) average results of
retrieval.

Since there is no previous research about cross-modal information retrieval in
Chinese language, so we cannot compare our results directly to other retrieval
systems. However, pervious research [14] has shown that the TCM outperforms
the other state-of-the-art cross-modal retrieval models on English Wikipedia
corpus [9]. The average accuracy is up to 27%.

However, what should not be ignored is that the larger the topic number, the
more time is spent to train topic distribution. The computational time is doubled
when the given number of topics are doubled. But the performance can only be
improved slightly. Thus, considering the time complexity, we may not like to set
the number of topics too large and we can still obtain fair performance.
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5 Conclusions and Future Work

In this paper, we use a probabilistic model to study the correlations between
mid-level features in different modalities. Topic correlation model is used for
cross-modal information retrieval on a Chinese database Ch-Wikipedia. Com-
prehensive experimental results are presented to show the effectiveness. We also
use the word-based and character-based topic model for text modeling. Empirical
results agree with previous research that the character-based model outperforms
the word-based model. We have achieved a good performance for cross-modal
information retrieval in Chinese language.

In this research, the topic number is fixed for both image and text components.
It is not necessarily true. The optimal topic numbers could be depend on image
and text properties in the training set. How to independently find appropriate
number of topics for image and text may be an interesting research problem. We
can also explore more in Chinese language modeling to boost the accuracy of the
TCM. For example, we can consider the word-character relations to build more
accurate language model [18]. Other future work can be focused on weakening
the noises when we build the correlation between different modalities.

Acknowledgments. This work is partially funded by the NCET Program of
MOE, the SRF for ROCS, the Fundamental Research Funds for the Central
Universities and Graduate Innovative Practice Fund of BUAA.
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